
INTRODUCTION
Current state-of-art methods for activity recognition are

based on space-time interest points extracted at the frame
level or visual code words without any dynamics
information. Our proposed method is based on canonical
correlation analysis and the Hankel matrices which
encapsulates the underlying dynamics of video sequences.
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Feature Detection & Tracking
• 3D Gabor filter as Spatial-temporal detector

•Tracking 2 regions with largest response through out 3D 
spatial-temporal detection.

Conclusions
Our experiment shows that temporal information 

between spatial-temporal interesting points have critical 
impact on the action recognition problems. 
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Figure 3. Tracking illustration. For Each figure, left is 
response images, right is  original images. 

Canonical Correlation Analysis of Dynamics for Human Action Categorization

XBOX360 will release 
Kinect, By using 
Motion recognition 
techniques, to realize 
Controller-free Game 
User Interface.

(a) Hand Clapping (b) Walking

Experiment Result
We tested our proposed approach on a public action 
data set (KTH), such as, boxing, clapping, waving, 
walking and running actions, comparing to the other 
state-of-art algorithms, our method showed a 
promising performance.

Method Accuracy 
Rate(%)

Our Method 91.67

Dollar et al. 81.17

Schuldt el al. 71.72

Ke et al. 62.96

Jun et al. 82

Niebles et al. 91.3

Hankel Construction

(b) Real Data

Figure 5. Conceptual 
illustration of DCC. P1 and 
P2 are within-class sets 
and P3 is other classes. 
After projection by T, 
learned from DCC, the 
within-class distance has 
been minimized and 
between-class sets are 
maximized.

Discriminative Canonical Correlations
•Model activities using spatial-temporal features that 
are the outputs of linear dynamic systems
•Features from similar activities are generated by 
similar dynamic systems.
•Use DCC to better separate the activities. 

Proposed  Approach

• Hankel is a matrix with constant skew diagonals
• Rank of Hankel Matrix can capture the order of 
a linear dynamic system
• each     represents the frame feature extracted 
from frame   

(a) Hankel Matrix

SVM
• Support vector machine constructs a hyperplane or 
set of hyperplanes, with largest margin to the nearest 
training data point,  in a high dimensional space, 
which can be used for classification.
• New samples are then mapped into that same space 
and predicted to belong to a category based on which 
side of the gap they fall on.
• In recent years, SVM has been widely used by sol-
ving Computer vision related classification problems

Box Clap Wave Walk Run

Box 0.92 0.00 0.00 0.06 0.03

Clap 0.14 0.86 0.00 0.00 0.00

Wave 0.06 0.06 0.89 0.00 0.00

Walk 0.00 0.00 0.00 0.97 0.03

Run 0.00 0.00 0.03 0.03 0.94


	幻灯片编号 1

